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We estimate underlying structural macroeconomic policy objectives of three
of the earliest explicit inflation targeters within the context of a small open
economy dynamic stochastic general equilibrium model. We assume central
banks set policy optimally, such that we can reverse engineer policy objec-
tives from observed time series data. Joint tests of the posterior distributions
of these policy preference parameters suggest that the central banks are very
similar in their overall objective. None of the central banks show a concern for
stabilizing the real exchange rate. All three central banks share a concern for
minimizing the volatility in the change in the nominal interest rate. We also
show that the resulting optimal policy rule responds to exchange rate move-
ments, even in the case where the central banks do not explicitly care about
exchange rate stabilization. This result is also corroborated by results from
an alternative simple-rule characterization and estimation of central bank be-
havior. These last two findings point to the pitfalls of making inferences, from
the level of ad hoc simple rules, about what central banks may care about.
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IN THE RECENTLY POPULAR CLASS of dynamic stochastic general
equilibrium (DSGE) models, private economic agents such as consumers and firms
are often modeled as optimizing decision makers. However, central bank behavior
is typically described by a reduced-form monetary policy rule rather than a set of
deeper monetary policy objectives often institutionally defined. Empirical estimates
obtained from reduced-form monetary policy rules are functions of both the under-
lying structure of the economy and policy objectives. Characterizing policy from the
level of policy objectives allows one to distinguish changes in the policy rule that
result from changes to structural parameters in the economy, from, changes in policy
objectives.

Modeling the deeper central bank objectives enables us to empirically infer the
importance a central bank places on particular institutionally defined monetary policy
objectives such as inflation stabilization and output stabilization. In this paper, we
apply this simple idea to a new empirical problem for small open economies. We
treat the central bank as an optimizing agent, thus placing the central bank on the
same footing as the other optimizing agents in the model economy. We identify
the macroeconomic objectives of three of the earliest explicit small-open-economy
inflation targeters—Australia, Canada, and New Zealand, over the period 1990Q1–
2005Q3. We estimate the same DSGE model for each country and reverse engineer
stabilization objectives that are conditioned on the structure of each economy.

Contributions. A considerable number of studies utilize loss function parameters for
optimal monetary policy experiments (e.g., Rudebusch and Svensson 1999, Levin and
Williams 2003, Del Negro and Schorfheide 2005). However, Dennis (2006) argues
that typical loss function parameterizations may be inconsistent with the data. In
particular, these yield aggressive policy rules that are inconsistent with the observed
interest-rate-smoothing behavior documented in the literature (see Lowe and Ellis
1997).

This paper contributes to this debate by explicitly identifying the loss function pa-
rameters for three microfounded small open economies conditioned on historical data.
In particular, we ask the questions of (i) whether our sample central banks explicitly
care about stabilizing the real exchange rate and (ii) whether their policy preferences
are similar overall. In doing so, our approach yields a slightly deeper insight into in-
stitutionally defined policy preferences. This is in contrast to empirical analyses (e.g.,
Lubik and Schorfheide 2007) that inquire into the behavioral responses of central
banks. We also provide the link between our empirical analysis of uncovering what
central bank preferences are and the resulting implication for policy behavior. We
argue and show that it is straightforward to derive the mapping from preferences to
equilibrium behavior (i.e., reduced-form policy rules) for the central banks, but the
converse is not the case, if we begin the analysis from an ad hoc behavioral rule.

The results from our analysis will help inform monetary policy experiments seek-
ing optimal policy rules for open economy inflation targeters. Estimates of macroeco-
nomic policy objectives can potentially enhance both the transparency and account-
ability of the practical implementation of monetary policy. Most inflation-targeting
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central banks describe themselves as “flexible” in their approach to inflation targeting,
implying central banks objectives embody factors beyond simply inflation. However,
while central banks are often explicit about the macroeconomic variables they are
concerned with, the trade-offs across these macroeconomic objectives are never elu-
cidated. We believe transparency is enhanced by providing explicit statements of how
alternative stabilization objectives are weighted (see Svensson 2005) and our analysis
provides such statements.

Finally, historical estimates of stabilization objectives (conditioned on an explicit
structural and microfounded model) provide a framework for central bank boards or
government agencies tasked with assessing central bank performance. For example,
clause 4(b) of New Zealand’s 2002 Policy Targets Agreement (PTA), the agreement
between the Governor of the Reserve Bank of New Zealand and the Minster of Fi-
nance, states: “In pursuing its price stability objective, the Bank shall seek to avoid
unnecessary instability in output, interest rates and the exchange rate.” Simply observ-
ing the unconditional volatilities of the goal variables in the PTA cannot provide an
examination of monetary policy, since these volatilities are also affected by nonpolicy
structural features of the economy.

Another contribution from our exercise is to provide alternative full-information
Bayesian estimates on a popular class of open economy New Keynesian model pa-
rameters under the assumption of optimal monetary policy. Our Bayesian posterior
estimates may be used for comparison with existing estimation strategies that condi-
tion on simple policy rules, or simply for users who wish to calibrate their models for
policy simulations.

Main findings. We find that none of the central banks show a concern for stabi-
lizing the real exchange rate. However, all three central banks share a concern for
minimizing the volatility in the change in the nominal interest rate. According to our
analysis, the Reserve Bank of Australia (RBA) places the most weight on minimizing
the deviation of output from trend. In contrast to existing applications of Bayesian
econometrics to the evaluation of DSGE models, we also compare the posterior distri-
butions of the central banks’ preference parameters. Tests of the posterior distributions
of these policy preference parameters suggest that the central banks have very similar
preferences.

We also show that the resulting optimal policy rule still responds to exchange rate
movements, even in the case where the central banks do not explicitly care about
exchange rate stabilization. We also estimate a class of simple rules, as in Lubik and
Schorfheide (2007), as an alternative representative of central bank behavior, and this
exercise also corroborates the exchange rate response result in the optimal policy. The
former optimal rules may be comparable to the simple rules estimates. The latter, as
we show, may be misleading when used in empirical exercises to infer what central
banks really care about.

Related literature. Several authors report empirical estimates of the objectives of the
U.S. Federal Reserve system. Salemi (1995) provides the earliest estimates based on a
vector autoregressive (VAR) model. In contrast to the mandate of the Federal Reserve,
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Favero and Rovelli (2003), Castelnuovo and Surico (2004), and Dennis (2006) find ei-
ther small or insignificant weights on output stabilization over the Volcker–Greenspan
period. In addition, Ozlale (2005) and Dennis find a significant weight on interest rate
smoothing in the context of aggregate empirical models without explicit optimizing
firms and households. Furthermore Cecchetti, McConnell, and Perez-Quiros (2001)
present cross-country estimates from a nonstructural model that has little dynamic
structure. Nimark (2006) provides estimates of macroeconomic objectives for both the
RBA and the Federal Reserve that suggest the RBA puts more weight on output sta-
bilization and interest smoothing than the U.S. Federal Reserve. However, Nimark’s
paper uses a closed economy model that is silent on any preference for mitigating
exchange rate volatility. Given Australia’s degree of openness and the focus of this
paper, an open economy model appears necessary to approximate the constraint the
RBA faces in implementing monetary policy.

In contrast to Nimark (2006), we estimate central bank preferences for Australia,
Canada, and New Zealand within an open economy DSGE model. Furthermore, the
DSGE model provides an incomplete exchange rate pass-through channel in import
prices such that deviations from the law of one price (or alternatively real exchange
rate deviations) matter for the economies. Such a model provides a rationale for
incorporating central bank preferences over exchange rate movements, as indicated
in practice by New Zealand’s PTA, for example.

Our DSGE model extends Monacelli (2005) by introducing endogenous persistence
on both the aggregate demand and supply sides of the model and has similarities with
Justiniano and Preston (Forthcoming). This feature is crucial for bringing the model
closer to the data, as shown in Fukac and Pagan (Forthcoming). Thus, for example,
a simpler purely forward-looking model used in Lubik and Schorfheide (2007) may
be misspecified.

We use Bayesian methods to estimate the model and apply an identical prior to
each of the countries in our sample. We make inferences regarding central bank
preferences using Bayesian posterior distributions on the model parameters. Our
Bayesian methodology closely follows related papers in the literature (see, e.g., Smets
and Wouters 2003, Rabanal and Rubio-Ramı́rez 2005). Although we focus on policy
objectives, the estimates from our DSGE model should also help inform a growing
empirical open economy literature (see, e.g., Justiniano and Preston Forthcoming,
Lubik and Schorfheide 2005, 2007).

The paper is organized as follows. Section 1 sets out the model. Section 2 outlines
the empirical methodology and describes the data we use. Sections 3 and 4 contain
our main results. We make concluding comments in Section 5.

1. THE MODEL

1.1 The Average Household

The stylized economy is similar to the open economy model in Monacelli (2005)
and Justiniano and Preston (Forthcoming). The economy has identical households
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with a total population of measure 1. We assume the functional form for period utility

U (Ct , Ht , Nt ) = (Ct − Ht )1−σ

1 − σ
− N 1+ϕ

t

1 + ϕ
, (1)

where Ct is an index of consumption goods, Ht = hCt−1 is an external habit stock,
with h ∈ (0, 1) capturing the degree of habit persistence, and Nt is labor hours. Define
the prices for each differentiated home and foreign good of type i ∈ [0, 1] and j ∈
[0, 1], respectively, as PH,t (i) and PF,t ( j). Let Bt be an Arrow security that pays out
contingent on the state of the world and WtNt be the total wage income. The stochastic
discount factor is Et Qt,t+1 such that it will be inversely related to the gross return on
a nominal riskless one-period bond, Et Qt,t+1 = R−1

t .
The price-taking average household solves a Bellman equation problem

V (Bt , Ht ) = max
Ct ,Nt

U (Ct , Ht , Nt ) + βEt {V (Bt+1, Ht+1)} ; β ∈ (0, 1) (2)

subject to the sequence of budget constraints

Bt ≥
∫ 1

0

∫ 1

0
[PH,t (i) CH,t (i) + PF,t ( j) CF,t ( j)]di d j + Et Qt,t+1 Bt+1 − Wt Nt

(3)

with B0 given.
The consumption index Ct is linked to a continuum of domestic, C H,t (i), and

foreign goods, C F,t ( j), which exist on the interval of [0, 1] where

Ct =
[

(1 − α)
1
η C

η−1
η

H,t + α
1
η C

η−1
η

F,t

] η−1
η

, (4)

and

CH,t =
[∫ 1

0
CH,t (i)

ε−1
ε di

] ε
ε−1

, CF,t =
[∫ 1

0
CF,t ( j)

ε−1
ε d j

] ε
ε−1

. (5)

The elasticity of substitution between home and foreign goods is given by η > 0 and
the elasticity of substitution between goods within each goods category (home and
foreign) is ε > 0. Optimal allocation of the household expenditure across each good
type gives rise to the demand functions

CH,t (i) =
(

PH,t (i)

PH,t

)−ε

CH,t , CF,t ( j) =
(

PF,t ( j)

PF,t

)−ε

CF,t (6)

for all i , j ∈ [0, 1], where the aggregate price levels are defined as

PH,t =
(∫ 1

0
PH,t (i)1−εdi

) 1
1−ε

, PF,t =
(∫ 1

0
PF,t ( j)1−ε d j

) 1
1−ε

, (7)
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and optimal consumption demand of home and foreign goods can be derived, respec-
tively, as

CH,t = (1 − α)

(
PH,t

Pt

)−η

Ct , CF,t = α

(
PF,t

Pt

)−η

Ct .

Substitution of these demand functions into (4) yields the consumer price index as

Pt =
[
(1 − α) P1−η

H,t + αP1−η

F,t

] 1
1−η

. (8)

The intratemporal condition relating labor supply (the marginal rate of substitution
between consumption and leisure) to the real wage (the marginal product of labor)
must also be satisfied

(Ct − Ht )
σ Nϕ

t = Wt

Pt
. (9)

Finally, intertemporal optimality for the household decision problem must satisfy

β

(
Ct+1 − Ht+1

Ct − Ht

)−σ (
Pt

Pt+1

)
µt (h

t+1 | ht ) = Qt,t+1 (10)

for all dates and state t ∈ N, and µt (ht+1 | ht) denotes the probability measure on
the continuation history (or state, in the Markovian case), conditional on the realized
history. Taking conditional expectations yields the familiar stochastic Euler equation

β RtEt

{ (
Ct+1 − Ht+1

Ct − Ht

)−σ (
Pt

Pt+1

) }
= 1.

1.2 International Risk Sharing and Relative Prices

The rest of the world, denoted by variables and parameters with an asterisk, solves
a similar problem to the small open economy. Specifically, the rest of the world is the
limiting case of a closed economy, where α∗ → 1. First-order conditions for optimal
labor supply and consumption, analogues of (9 ) and (10), also hold for the rest of
the world, also hold. Given identical global preferences and complete international
markets, we obtain perfect risk sharing,

β

(
Ct+1 − Ht+1

Ct − Ht

)−σ (
Pt

Pt+1

)
= Qt,t+1 = β

(
C∗

t+1 − H∗
t+1

C∗
t − H∗

t

)−σ (
P∗

t

P∗
t+1

) (
ẽt

ẽt+1

)

(11)

for all dates and states, and where ẽt is the nominal exchange rate. We also define
conventionally the real exchange rate as



TIMOTHY KAM, KIRDAN LEES, AND PHILIP LIU : 589

Qt = ẽt P∗
t /Pt . (12)

Assuming ex ante identical countries, and no preference shocks to the rest of the
world, this implies that

Ct − hCt−1 = ϑ∗ (
C∗

t − hC∗
t−1

)
Q

1
σ

t , (13)

where ϑ∗ = 1 imposes ex ante symmetry of countries and zero net foreign asset
holdings.

Let ct := ln(Ct/Css), y∗
t := ln(Y ∗

t /Y ∗
ss) = ln(C∗

t /C∗
ss), and qt := ln(Qt/Q∗

t ), denote
the percentage deviation of home consumption, foreign output, and real exchange rate
from their respective steady states, where Xss is the deterministic steady state value
of a variable Xt. Then, a log-linear approximation of (13) is

ct − hct−1 = y∗
t − hy∗

t−1 + 1 − h

σ
qt . (14)

Complete markets thus imply that global consumption will be perfectly correlated in
the absence of deviations in the real exchange rate.

From (11) we can also derive the no-arbitrage condition for exchange rates, or the
uncovered interest parity condition

Rt − R∗
t

ẽt

ẽt+1
= 0, (15)

which must hold for all states and dates in a globally complete markets setting. A
log-linear approximation of this, and taking expectations with respect to the time t
sigma algebra, yields the familiar nominal interest parity condition

Et et+1 − et = rt − r∗
t , (16)

where et := ln(ẽt/ess), and the domestic and foreign rates of return are rt = Rt − 1
and r∗

t = R∗
t − 1, respectively.

We can define the terms of trade as the ratio of the foreign goods price index to the
home goods price index. In log-linear terms this is

st = pF,t − pH,t . (17)

1.3 Production and Optimal Pricing

There exist continua of monopolistically competitive domestic producers i ∈ [0,
1] that produce differentiated goods and import retailers j ∈ [0, 1] that add markups
to goods imported at world prices. We employ similar pricing assumptions as in
Justiniano and Preston (Forthcoming) and Smets and Wouters (2003). In particular,
the conventional Calvo-style optimal pricing models and partial inflation indexation
for nonoptimizing price setters. This allows inflation to be partly a jump variable and
also partially backward looking.
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Domestic goods firms. Domestic goods firms operate a linear production technology,
Y H,t (i) = εa,t Nt(i) where εa,t is an exogenous domestic technology shock. Domestic
firms face an independent signal that allows them to set prices optimally each period
with probability 1 − θH . In each period t, the remaining fraction θ H ∈ (0, 1) of
firms partially index their price to take into account of aggregate domestic inflation
according to the simple rule

PH,t (i) = PH,t−1(i)

(
PH,t−1

PH,t−2

)δH

, (18)

where δ H ∈ [0, 1] measures the degree of inflation indexation. Since all firms either
receive the same signal to reset prices or do not receive any signal, they will choose
the same pricing strategies. Given Calvo price setting, it is straightforward to define
the dynamics of the aggregate price level of the domestic goods. In particular, define
the evolution of the aggregate home goods price index as

PH,t =
{

(1 − θH )
(
Pnew

H,t

)1−ε + θH

[
PH,t−1

(
PH,t−1

PH,t−2

)δH
]1−ε } 1

1−ε

. (19)

Consider a candidate firm i that had set its price optimally in time t as PH,t (i).
Suppose at some time t + s, s ≥ 0, the price PH,t (i) still prevails. Then the firm will
have to face the demand for its product given by the demand constraint

YH,t+s(i) =
[

PH,t (i)

PH,t+s

(
PH,t+s−1

PH,t−1

)δH
]−ε (

CH,t+s + C∗
H,t+s

)
. (20)

Note that market demand at time t + s will take into account the inflation indexation
between t and t + s.

Firms that set optimal prices do so to maximize their present value of the stochastic
stream of profits. A candidate firm i solves

max
PH,t (i)

Et

∞∑
s=0

Qt,t+sθ
s
H YH,t+s(i)

×
[

PH,t (i)

(
PH,t+s−1

PH,t−1

)δH

− PH,t+sMCH,t+s exp
(
εH,t+s

)]
(21)

subject to (20) for t, s ∈ N and the technological constraint given by real marginal
cost,

MCH,t+s = Wt+s

εa,t+s PH,t+s
. (22)

Note that we also allow for a structural shock to real marginal cost given by ε H,t ∼
i.i.d. (0, σH ). This has the interpretation of an independent cost-push shock to domestic
goods producers.
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The first-order necessary condition characterizing domestic firms’ optimal pricing
function in a symmetric equilibrium is

Et

∞∑
s=0

θ s
H Qt,t+sYH,t+s (i)

×
[

P̃H,t

(
PH,t+s−1

PH,t−1

)δH

−
(

ε

ε − 1

)
PH,t+s(i)MCH,t+s exp (εH,t+s)

]
= 0.

(23)

Let the home goods inflation rate be πH,t := ln(PH,t/PH,t−1) and yt := ln(Yt/Yss) be
the percentage deviation of home output from steady state. Denote the real marginal
cost in percentage deviation terms from its deterministic steady-state mcH,ss = [ε/(ε −
1)]−1 as mcH,t . In Appendix A, we derive the log-linear approximation of the optimal
pricing decision rule, which can easily be expressed as the following Phillips curve
for domestic goods inflation:

πH,t − δHπH,t−1 = β(EtπH,t+1 − δHπH,t ) + λH (mcH,t + εH,t ), (24)

where λH = (1 − βθH )(1 − θH )θ−1
H and

mcH,t = ϕyt − (1 + ϕ) εa,t + αst + σ

1 − h

(
y∗

t − hy∗
t−1

) + qt + εc,t . (25)

Import retail firms. Import retailers are assumed to purchase imported goods at com-
petitive world prices. However, these firms act as monopolistically competitively
redistributors of these goods. This creates a gap between the price of imported goods
in domestic currency terms and the domestic retail price of imported goods. Define
this law of one price (LOP) gap in log-linear terms as

ψF,t = et + p∗
t − pF,t . (26)

The pricing behavior for imports retailers is similar to that of domestic goods pro-
ducers. In short, the evolution of the imports price index is given by

PF,t =
{

(1 − θF )
(
Pnew

F,t

)1−ε + θF

[
PF,t−1

(
PF,t−1

PF,t−2

)δF
]1−ε } 1

1−ε

(27)

An importing firm j at some time t + s, s ≥ 0, faces the demand for its product given
by the demand constraint

YF,t+s ( j) =
[

PF,t ( j)

PF,t+s

(
PF,t+s−1

PF,t−1

)δF
]−ε

CF,t+s . (28)
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Note that market demand at time t + s will take into account the inflation indexation
between t and t + s. A candidate firm j solves

max
PF,t ( j)

Et

∞∑
s=0

Qt,t+sθ
s
F YF,t+s( j)

×
[

PF,t ( j)

(
PF,t+s−1

PF,t−1

)δF

− ẽt+s P∗
F,t+s ( j) exp (εF,t+s)

]
(29)

subject to (28) for t , s = 0, 1, . . . . Here we also allow for a structural shock to marginal
cost (world price of good j) given by ε F,t ∼ i.i.d. (0, σF ). This has the interpretation
of an independent cost-push shock to imports retailers.

The first order necessary condition characterizing the import retailers’ optimal
pricing function in the symmetric equilibrium is

Et

∞∑
s=0

θ s
F Qt,t+sYF,t+s( j)

×
[

P̃F,t

(
PF,t+s−1

PF,t−1

)δF

−
(

ε

ε − 1

)
ẽt+s PF,t+s ( j) exp (εF,t+s)

]
= 0.

(30)

Let πF,t := ln(PF,t/PF,t−1). Log-linearizing this around the nonstochastic steady
state yields

πF,t = βEt (πF,t+1 − δFπF,t ) + δFπF,t−1 + λF (ψF,t + εF,t ), (31)

where λF = (1 − βθ F )(1 − θ F )θ−1
F .

1.4 Terms of Trade, Real Exchange Rate, and Market Clearing

We can derive a relationship between the terms of trade, the real exchange rate,
and the LOP gap. Specifically, log-linearizing the real exchange rate definition (12)
around the deterministic steady state we have

qt = et + p∗
t − pt . (32)

From (26) we can rewrite this as

qt = ψF,t + pF,t − pt ≈ ψF,t − (1 − α)(pF,t − pH,t ) = ψF,t − (1 − α)st , (33)

where the last term is obtained by log-linearizing the CPI definition and then using
(17).

The remaining market-clearing condition to consider is in the product markets. In
the rest of the world we have the limit of a closed economy so that y∗

t = c∗
t for all t.

In the small open economy, this requires that domestic output equals total domestic
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and foreign demand for home produced goods. In log-linear terms this is

yt = cH,t + c∗
H,t .

Since the demand for home and foreign consumption goods can be written in log-linear
form as c H,t = (1 − α) [αηst + ct] and c∗

H,t = α [η (st + ψ F,t ) + y∗
t ], respectively,

we can write

yt = (2 − α) αηst + (1 − α) ct + αηψF,t + αy∗
t . (34)

1.5 Log-Linear Approximation of the Model

In this section, we summarize the log-linearized equilibrium conditions. The con-
sumption Euler equation is obtained by log-linearizing (10) and taking expectations
conditional on the time t sigma algebra

ct − hct−1 = Et (ct+1 − hct ) − 1 − h

σ
(rt − Etπt+1) . (35)

Domestic goods inflation is given by (24) and substituting out the term mcH,t :

πH,t = βEt (πH,t+1 − δHπH,t ) + δHπH,t−1

+ λH

[
ϕyt − (1 + ϕ) εa,t + αst + σ

1 − h
(ct − hct−1)

]
+ λHεH,t .

(36)

Imports inflation is given by (31) and substituting out the term ψ F,t with (33)

πF,t = βEt (πF,t+1 − δFπF,t ) + δFπF,t−1 + λF [qt − (1 − α)st ] + λFεF,t . (37)

Leading (32) one period, first-differencing, taking the time t conditional expectations
operator, and then combining with (16) yields the real interest parity condition,

Et (qt+1 − qt ) = (rt − Etπt+1) − (
r∗

t − Etπ
∗
t+1

) + εq,t . (38)

First-differencing the terms of trade equation (17) we have

st − st−1 = πF,t − πH,t + εs,t . (39)

Goods market clearing (34) in combination with (26) yields

yt = (1 − α) ct + αηqt + αηst + αy∗
t . (40)

First-differencing the CPI definition yields CPI inflation,

πt = (1 − α) πH,t + απF,t . (41)
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Exogenous stochastic processes for terms-of-trade, technology, and real-interest-
parity shocks

ε j,t = ρ jε j,t−1 + ν j,t ; ρ j ∈ (0, 1) , ν j ∼ i.i.d.
(
0, σ 2

j

)
(42)

for j = s, a, q . Recall the marginal cost shocks in the home goods and import retailers
profit functions are ε H ∼ i.i.d. (0, σH ) and ε F ∼ i.i.d. (0, σF ), respectively.

Finally, for simplicity we assume that the foreign processes {π∗, y∗, r∗} are given
by uncorrelated AR(1) processes1




π∗
t

y∗
t

r∗
t


 =




a1 0 0

0 b2 0

0 0 c3







π∗
t−1

y∗
t−1

r∗
t−1


 +




σπ∗ 0 0

0 σy∗ 0

0 0 σr∗







νπ∗,t

νy∗,t

νr∗,t


 , (43)

where (νπ∗,t , νy∗,t , νr∗,t ) ∼ N (0, I3).

1.6 Central Bank Preferences

Since the model possesses incomplete exchange rate pass through in the short run
(which gives rise to persistent gaps in the law of one price for imported goods) there
is a potential role for the central bank to minimize these gaps. Alternatively, given
the terms of trade st from equation (33), the central bank can target the real exchange
rate qt to stabilize these law of one price gaps, ψ F,t .

Let π̃t := ∑3
i=0 πt−i/4 denote the annual inflation rate in the quarterly model.

For computational and estimation purposes, we suppose the one-period general loss
function for the central bank is quadratic2

L (π̃t , yt , qt , rt − rt−1) = 1

2

[
π̃2

t + µy y2
t + µqq2

t + µr (rt − rt−1)2
]
. (44)

The parameters µy , µq , µr ∈ [0, + ∞) express the concern with output stabilization,
real exchange rate stabilization and targeted interest rate smoothing, respectively.
These objectives are expressed relative to a concern for annual inflation, π̃t , that is,
normalized to one. This specification of macroeconomic objectives encompasses the
expressed goals of so-called “flexible” inflation targeting central banks by allowing
for positive weights to the arguments other than inflation in the loss function.

In addition to the output argument, our loss function specification includes a weight
on the change in the interest rate. Central banks typically change policy in successive

1. Our earlier estimates have also utilized assumptions on {π ∗
, y

∗
, r

∗} as being generated by a VAR(1)
process and also a limiting closed economy New Keynesian model under a first best fiscal-monetary policy
arrangement. The former is statistically more flexible than our current assumption, and the latter is a
stricter theoretical restriction on the data. We found that these assumptions do not matter very much. Thus,
a reasonable middle ground for statistical flexibility and parsimony in our model parameterization would
be to use our current assumption.

2. Our aim is recover the macroeconomic objectives of open economy central banks. We take no stance
on normative design aspects of what these objectives should be. Rather, we simply seek what our three
open economy inflation targeters have tried to achieve over the sample period.
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incremental changes in the policy rate in the same direction and many papers included
the change in the interest rate in the loss function (see, e.g., Svensson 2000). Empir-
ically the change in the interest rate term matters. Dennis (2006) shows that a high
weight should be attached to the change in interest rates to capture the dynamics on
interest rates in the U.S. data. Furthermore, we allow for the possibility that our open
economy central banks may be concerned with stabilizing the real exchange rate.
Obstfeld and Rogoff (1998) suggest there are costs to exchange rate volatility that
generates consumption volatility and costly hedging activities on the part of firms,
although Bergin, Shin, and Tchakarov (2007) demonstrate that the costs of exchange
rate volatility may be small.

From a public finance perspective, such assignments of policy objective functions
are clearly ad hoc. For example, the literature following the method of deriving an
approximate private-welfare-based loss function in Woodford (2003) would argue that
the loss function parameters are not “free” but must be constrained by the preferences
of the representative household. However, in defense of our approach we make three
arguments.

First, mapping a second-order approximation of the welfare maximizing central-
bank loss function from household preferences in closed form (see, e.g., Benigno
and Woodford 2008) generally imposes highly nonlinear structural restrictions on the
loss function parameters. Since these restrictions on the approximate loss function
are likely to be misspecified with respect to, or too demanding on, the empirical
data-generating process, we have chosen to treat the loss function parameters as free.
Second, from an empirical perspective our loss function captures the goal variables
Australia, Canada, and New Zealand have institutionally defined as monetary policy
objectives. In the case of New Zealand, there is a legislated set of policy objectives:
price stability, output, interest rates, and the exchange rate. Finally, our formulation
of objectives is consistent with the monetary policy literature that seeks to evaluate
the efficacy of alternative monetary policy rules using quadratic loss functions (see,
e.g., Rudebusch and Svensson 1999, Levin and Williams 2003).

Optimal time-consistent monetary policy. To keep the empirical structure arising
from optimal policy manageable, we assume that the central bank must implement
optimal policy which is time consistent. In particular, we restrict our notion of time
consistency to a class of dynamic games characterized by Markov-perfect equilibrium
payoffs and strategies.3

Define W (ε t , z t−1) as the value function of the central bank’s optimal action
at time t given state z t−1 := {ct−1, y∗

t−1, π H,t−1, π F,t−1} and ε t := (π∗
t , y∗

t , r∗
t ,

{ε j,t}), for j = s, a, H , F , q . A strategy of the central bank is a sequence of
policy functions {rt(ε t , z t−1)}∞

t=0 and the private sector’s collective strategy would
be the sequence of allocation and pricing functions {ct, π H,t , π F,t , qt, st, yt}∞

t=0. In
principle, we can and we do, characterize our Markov-perfect equilibrium as if it were

3. Our methodology also encodes the option for solving and estimating the model under the assumption
that central banks commit to an optimal monetary policy plan. However, this alternative assumption would
be beyond the scope of this paper.
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supported by central bank strategies that involve picking a sequence of all pricing and
allocation functions, and private sector strategies then would be to pick expectations
of such future outcomes under the central bank strategy which are consistent with the
equilibrium definition. More precisely, we define an equilibrium under time-consistent
optimal monetary policy as follows.

DEFINITION 1 (Linear-quadratic Markov-perfect equilibrium (LQ-MPE)). A LQ-MPE
in this economy is a sequence of allocation and pricing functions,

{ut (εt , zt−1)}∞t=0 := {ct , πH,t , πF,t , qt , rt , st , yt }∞t=0,

that satisfies:

(i) The central bank’s Bellman equation,

W (εt , zt−1) = min
ut

L (π̃t , yt , qt , rt − rt−1, ) + βEt W (εt+1, zt ) (45)

subject to (35)–(41).
(ii) Private sector competitive equilibrium conditions (35)–(41) with conditional

expectations consistent with the solution to the problem (45).
(iii) Given the exogenous stochastic processes (42) and (43).

Notice that the central bank takes private expectations as given when it sequen-
tially optimizes. We compute solutions to the familiar LQ-MPE problem using the
algorithm of Dennis (2004). In the existing Bayesian literature on such models,
one often estimates a reduced-form Taylor type rule. However, when the central
bank optimizes under discretion, it can be shown, as in Dennis, that policy prefer-
ence parameters and deep parameters place nonlinear constraints on a reduced-form
policy feedback rule. To make the model stochastically richer, we will linearly ap-
pend a noise term to the resulting optimal interest rate rule, rt(ε t , z t−1), denoted as
εr,t ∼ i.i.d. (0, σ 2

r ), which has the usual interpretation of an exogenous monetary
policy shock.

2. EMPIRICAL INVESTIGATION

The first question we would like to ask is the following: do these flexible inflation-
targeting central banks place much weight on exchange rate deviations? Existing pa-
pers have focused on whether and how much central banks respond to exchange rates
at the behavioral level of reduced form interest-rate rules (see Lubik and Schorfheide
2007, Justiniano and Preston Forthcoming). The second question is whether the pref-
erences of the central banks are “different” or “similar.” We address these empirical
questions using Bayesian empirical methods on the model structure we have.
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TABLE 1

PRIOR PARAMETER DENSITIES FOR ALL MODELS

Prior mean 2.5% 97.5% Domain Density function

h 0.60 0.19 0.93 (0, 1) Beta
σ 1.00 0.27 2.19 R+ Gamma
φ 1.50 1.01 1.99 R+ Gamma
η 1.00 0.27 2.19 R+ Gamma
δH 0.70 0.25 0.98 (0, 1) Beta
δF 0.70 0.25 0.98 (0, 1) Beta
θH 0.50 0.13 0.87 (0, 1) Beta
θF 0.50 0.13 0.87 (0, 1) Beta
a 1 0.50 0.19 0.96 (0, 1) Beta
b2 0.50 0.19 0.96 (0, 1) Beta
c3 0.50 0.19 0.96 (0, 1) Beta
ρ a 0.50 0.13 0.87 (0, 1) Beta
ρ q 0.90 0.23 1.00 (0, 1) Beta
ρ s 0.25 0.01 0.72 (0, 1) Beta
µq 0.50 0.13 1.07 R+ Gamma
µ y 0.50 0.09 1.24 R+ Gamma
µr 0.50 0.09 1.24 R+ Gamma
σH 2.66 0.91 7.32 R+ Inverse Gamma
σF 2.67 0.91 7.33 R+ Inverse Gamma
σa 1.19 0.52 2.66 R+ Inverse Gamma
σq 0.53 0.32 0.87 R+ Inverse Gamma
σs 1.19 0.52 2.66 R+ Inverse Gamma
σπ∗ 1.19 0.52 2.66 R+ Inverse Gamma
σ y∗ 1.19 0.52 2.66 R+ Inverse Gamma
σr∗ 1.19 0.52 2.66 R+ Inverse Gamma
σr 1.19 0.52 2.66 R+ Inverse Gamma

NOTE: For µq = 0 the prior and posterior distributions will be degenerate at zero.

2.1 Estimation Strategy

We are interested in estimating the structural or deep parameters of our model and
variations of it. We classify a candidate model M by its list of parameters, �. We
proceed by estimating two versions of the model for each country. The first version
utilizes the general one-period loss specification in (44). We will call this larger model
M1 in subsequent discussions.

The set of parameters to be estimated are the following central back prefer-
ence parameters, {µy , µr , µq}, the private sector deep parameters, {h, σ , φ,
η, δ H , δ F , θ H , θ F} and the parameters for exogenous processes {a1, b2, c3, ρa,

ρq , ρs, σH , σF , σa, σq , σs, σπ∗ , σy∗ , σr∗ , σr }.4

The second version, which we shall denote as model M2, uses (44) but restricting
µq = 0. We can then address the first question by using Bayesian posterior odds
comparisons to see if a model with or without µq = 0 is more probable, all other
things equal.

Our estimation procedure uses the random-walk Metropolis Markov chain Monte
Carlo (MCMC) method. We outline this popular algorithm in Appendix B. Table 1

4. There is very little information in the data to help us pin down the discount factor β and imports
share in domestic consumption, α, so we set these as 0.99 and 0.45, respectively.
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summarizes the prior marginal density functions we use on each estimated parameter
in the models. We use fairly agnostic or dispersed prior densities as evident in the
wide 95% confidence intervals around the prior means.5 To ensure that theoretical
restrictions on the parameter space are satisfied, we draw from prior densities that are
restricted to the appropriate supports. For example, we define a prior density for the
Calvo parameter θ H to have the domain (0, 1).

For each candidate �, the linear rational expectations (RE) system including the
optimal monetary policy problem is solved to obtain an affine solution, {A (�),
C (�)}, in terms of the endogenous state variables yt and the central-bank policy
decision variables, xt (which is just the scalar rt in our case)

ξt+1 = A (�) ξt + C (�) εt+1, (46)

where ξ t : = (yt, xt). We can map some of the variables in ξ t to a vector of observable
variables, yo

t using an observation equation

yo
t = Gξt . (47)

We set the length of the parameters’ Markov chain to be N = 2 × 106 draws and
remove the first half of the sample (the “burn-in” period) to remove any effect of the
initial condition of the Markov chain {�n}n∈N and also perform some diagnostic tests
to check that our MCMC procedure has converged to its stable, invariant distribution.

2.2 Data

Each model we consider has nine structural shocks. To avoid stochastic singularity,
we match these to nine observable time series for each of our sample countries:
Australia, Canada, and New Zealand. We use quarterly data over the period 1990Q1–
2005Q3.6 The time series data are from the International Monetary Fund’s (IMF)
International Financial Statistics database, with the exception of Australian and New
Zealand CPI inflation series, which were obtained from the RBA and the Reserve
Bank of New Zealand, respectively. The data we collect (with their corresponding
theoretical counterparts in parentheses) are import price inflation in home currency as
a proxy for foreign goods inflation (π F,t := p F,t − p F,t−1), home-U.S. real exchange
rate (qt), the “terms of trade” constructed as the ratio of import prices to export prices
(st := p F,t − p H,t ), home real GDP (yt), home CPI inflation (π t ), home nominal

5. We have also conducted alternative MCMC simulations based on competing prior density specifica-
tions. Our reported results are generally robust to these prior specifications. These less interesting results
are not reported in the paper.

6. The Reserve Bank of New Zealand officially began targeting inflation in February 1990 and Canada
followed 1 year later. The RBA suggests that inflation targeting was officially adopted in the first half
of 1993. However, Bernanke et al. (1999) note that Australian interest rates rose dramatically in the late
1980s with no noticeable increase in inflation and conclude the RBA possessed objectives for inflation
that predate the announced adoption of inflation targeting. Since we seek to define preferences via the
underlying interest rate rule, we define the inflation targeting period in Australia as beginning slightly
earlier than some other commentators.
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(overnight cash) interest rate (rt), the U.S. CPI inflation rate from FRED (π∗
t ), U.S.

output (y∗
t ), and the U.S. federal funds rate (r∗

t ).
We detrend using the Hodrick–Prescott and construct an output gap of deviations

of output from this trend. We use the Hodrick–Prescott filter because we pursue a
positive rather than a normative description of policy objectives and over our sample
period, monetary policy has been driven by an output gap methodology. This is true of
Australia (see the small Australian model described in Beechey et al. 2000), Canada
(in particular, the Quarterly Projection Model, described in Coletti et al. 1996), and
New Zealand (see the New Zealand’s core policy model, the Forecasting and Policy
System, detailed in Black et al. 1997, and for a more recent description of the role
of the output gap in policy, Hargreaves, Kite, and Hodgetts 2006). Over the latter
part of our sample, output gaps filtered with a multivariate filter have been used,
although these measures are not quantitatively dissimilar (see, e.g., Hargreaves, Kite,
and Hodgetts 2006). We also filter the terms of trade and real exchange rate data using
the HP filter for similar reasons. As robustness checks, we have repeated the reported
exercises using an alternative detrending method. The main conclusions from our
model comparison exercises do not change.

3. RESULTS

Before we turn to addressing our first empirical question of whether the central
banks in question care explicitly about the exchange rate, we will discuss the estimates
of parameters in the models themselves and show that the estimates are quite plausi-
ble economically. In Section 3.2, we take up the first main question. In Section 3.3,
we repeat the same exercise under an alternative data detrending assumption, to en-
sure that our result is robust to this assumption. In Section 3.4, we will address the
second question of whether these central banks are similar in their policy preferences.
Finally, in Section 4 we highlight the implications of our policy-preferences analy-
sis for reduced-form behavioral policy responses and also compare the result with
estimations of a class of Lubik and Schorfheide (2007)-type ad hoc simple rules.

3.1 Structural Parameter Estimates

The estimated prior and posterior density functions on the key structural model
parameters for Australia, Canada, and New Zealand are displayed in Figures 1–3.
Mean estimates, standard deviations, and 95% confidence intervals for the posterior
estimates are reported in Tables 2–7.

In addition, the tables report summaries of diagnostic tests for convergence of the
Markov chains of the parameters. The convergence test statistics were computed by
taking a subsequence of the total 2 million draws, with a length of 0.5 million draws,
to reduce computational burden. The NSE in the fifth column refers to the numeric
standard error as an approximation to the true posterior standard error described in
Geweke (1999). The p-values in the sixth column refer to the equality test between the
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FIG. 1. Posterior Distribution of Key Parameters: Australia. Prior (dashed) and Posterior (solid).
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FIG. 2. Posterior Distribution of Key Parameters: Canada. Prior (dashed) and Posterior (solid).
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FIG. 3. Posterior Distribution of Key Parameters: New Zealand. Prior (dashed) and Posterior (solid).

means calculated using the first and second half of the chain. In each of the models,
there are only one or two parameters that did not satisfy the equality test at the 5%
level. None of the test statistics are significant at the 1% level and there is no obvious
pattern to which coefficients fail the equality test.

The seventh column shows the univariate “shrink factors” using the ratio of
between- and within-chain variances as in Brooks and Gelman (1998). A shrink
factor close to 1 is evidence of convergence to a stationary distribution. Almost all of
the shrink factors were less than 1.1 and the maximum value across the six models is
1.26. The parameters with a shrink factor greater than 1.1 are those parameters that
did not satisfy 5% equality test. Overall, the evidence suggests that the Markov chains
have converged to their stationary distribution.

Australia. The marginal posterior density estimates for the key parameters for Aus-
tralia are displayed in Figure 1 for the case where the central bank is restricted to put
no weight on exchange rate variability.

The full set of model estimates is reported in Table 2 for model M1 and Table 3 for
model M2. Our posterior mean estimates of the Calvo-type frequency of price changes
are θ̂H ≈ 0.77 for M1 and θ̂H ≈ 0.8 for M 2, and, θ̂F ≈ 0.68 for M1 and θ̂F ≈ 0.72 for
M2, respectively, in the home goods and imported goods sectors. This suggests that in
the home goods sector, the average duration that prices remain fixed is between 4.3 and
5 quarters across the two models. Similarly, for the imported goods sector, average
prices stay the same for 3–3.6 quarters on average. The “backward lookingness”
in the Phillips curves, represented by δ H and δ F , is quite low, especially, for the
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TABLE 2

POSTERIOR PARAMETERS AND CONVERGENCE DIAGNOSTICS: AUSTRALIA (µq �= 0)

Post mean Post std 2.5% 97.5% NSE p-value B–G

β 0.990 0.000 0.990 0.990 0.000 1.000 1.000
α 0.450 0.000 0.450 0.450 0.000 1.000 1.000
h 0.917 0.022 0.871 0.953 0.002 0.234 1.029
σ 0.809 0.259 0.395 1.440 0.045 0.464 1.026
φ 1.586 0.245 1.111 2.059 0.011 0.993 1.000
η 0.363 0.101 0.210 0.594 0.012 0.351 1.021
δ H 0.257 0.101 0.096 0.504 0.013 0.353 1.023
δ F 0.046 0.027 0.010 0.109 0.001 0.651 1.001
θ H 0.777 0.026 0.726 0.829 0.003 0.666 1.004
θ F 0.682 0.036 0.612 0.754 0.004 0.951 1.000
a 1 0.259 0.084 0.113 0.439 0.002 0.041 1.003
b2 0.719 0.061 0.583 0.822 0.003 0.955 1.000
c3 0.891 0.059 0.770 1.005 0.001 0.258 1.001
ρ a 0.809 0.035 0.735 0.870 0.002 0.657 1.001
ρ q 0.684 0.050 0.576 0.773 0.004 0.832 1.000
ρ s 0.811 0.049 0.696 0.893 0.004 0.830 1.001
µq 0.005 0.003 0.001 0.012 0.000 0.729 1.001
µ y 0.412 0.156 0.165 0.766 0.021 0.759 1.003
µr 0.611 0.186 0.307 0.988 0.028 0.198 1.062
σ H 1.057 0.317 0.565 1.827 0.031 0.576 1.005
σ F 4.430 1.629 1.393 7.121 0.288 0.517 1.021
σ a 5.178 1.021 3.395 7.325 0.162 0.154 1.079
σ q 0.746 0.123 0.542 1.023 0.009 0.736 1.001
σ s 5.452 0.543 4.494 6.515 0.061 0.061 1.066
σ π∗ 0.418 0.043 0.341 0.509 0.001 0.435 1.000
σ y∗ 0.547 0.071 0.421 0.701 0.002 0.888 1.000
σ r∗ 0.220 0.021 0.182 0.265 0.000 0.954 1.000
σ r 0.363 0.051 0.273 0.471 0.002 0.111 1.004

NOTES: The numerical standard error (NSE) as given in Geweke (1999). The p-value is computed using L = 0.08 in Geweke (1999). The
B–G univariate “shrink factor” as in Brooks and Gelman (1998).

imported goods sector. The high degrees of price stickiness imply that inflation is not
very sensitive to changes in marginal cost (or LOP gap) movements, and therefore, a
smaller and slower transmission of monetary policy to inflation.

In contrast, consumption is very sensitive to real interest rate changes because
the estimate of σ , the coefficient of relative risk aversion, is quite close to 1. The
degree of habit persistence is quite high, ĥ ≈ 0.9. This has the opposite effect on the
sensitivity of consumption to real-interest-rate changes. The uniform within-sector
demand elasticity of substitution estimate is η̂ ≈ 0.36 (M1) or η̂ ≈ 0.17 (M2). This is
lower than typical calibrations. For example, Monacelli (2005) sets η ≈ 1.6. A low η

implies π H or domestic output gap is not very sensitive to terms of trade movements
compared to usual calibrations, all else equal. The inverse labor supply elasticity is
φ̂ ≈ 1.5.

Canada. The marginal posterior density estimates for the key parameters for
Canada are displayed in Figure 2. The full set of model estimates is reported in
Table 4 for model M1 and in Table 5 for model M2.
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TABLE 3

POSTERIOR PARAMETERS AND CONVERGENCE DIAGNOSTICS: AUSTRALIA (µq = 0)

Post mean Post std 2.5% 97.5% NSE p-value B–G

β 0.990 0.000 0.990 0.990 0.000 1.000 1.000
α 0.450 0.000 0.450 0.450 0.000 1.000 1.000
h 0.925 0.022 0.876 0.963 0.003 0.899 1.000
σ 1.029 0.241 0.661 1.646 0.036 0.014 1.244
φ 1.492 0.261 0.968 1.995 0.016 0.172 1.011
η 0.219 0.097 0.079 0.430 0.014 0.008 1.231
δ H 0.399 0.162 0.142 0.717 0.021 0.000 1.382
δ F 0.047 0.025 0.010 0.108 0.001 0.436 1.002
θ H 0.797 0.026 0.743 0.845 0.003 0.824 1.001
θ F 0.720 0.035 0.649 0.785 0.005 0.701 1.004
a 1 0.257 0.084 0.110 0.433 0.002 0.984 1.000
b2 0.750 0.063 0.617 0.861 0.005 0.144 1.022
c3 0.891 0.060 0.772 1.007 0.001 0.621 1.000
ρ a 0.728 0.101 0.465 0.847 0.013 0.019 1.197
ρ q 0.703 0.049 0.602 0.796 0.004 0.719 1.001
ρ s 0.852 0.048 0.737 0.927 0.006 0.870 1.001
µ y 0.404 0.354 0.202 1.482 0.021 0.000 1.697
µr 0.517 0.153 0.265 0.845 0.022 0.287 1.035
σ H 2.058 0.994 0.728 4.223 0.167 0.137 1.098
σ F 1.504 1.290 0.355 5.405 0.168 0.227 1.063
σ a 6.758 1.105 4.692 8.891 0.167 0.006 1.280
σ q 0.819 0.121 0.602 1.069 0.009 0.130 1.022
σ s 5.716 0.661 4.388 7.167 0.086 0.013 1.162
σ π∗ 0.419 0.043 0.341 0.509 0.001 0.651 1.000
σ y∗ 0.533 0.071 0.410 0.686 0.002 0.411 1.001
σ r∗ 0.219 0.021 0.182 0.265 0.000 0.866 1.000
σ r 0.342 0.042 0.267 0.430 0.001 0.986 1.000

NOTES: The numerical standard error (NSE) as given in Geweke (1999). The p-value is computed using L = 0.08 in Geweke (1999). The
B–G univariate “shrink factor” as in Brooks and Gelman (1998).

Notable exceptions for Canada’s results are that the degrees of backward-looking
behavior in firms’ pricing are much higher than the estimates for Australia. Here we
have δ H and δ F estimated in the order of 0.65 and 0.8 respectively.

New Zealand. The marginal posterior density estimates for the key parameters for
New Zealand are displayed in Figure 3 for the case where µq = 0. The full set of
model estimates are reported in Table 6 for model M1 and Table 7 for model M2.

The private sector deep parameters in New Zealand are quite similar to Australia
with the notable exception that the uniform within-sector demand elasticity of sub-
stitution estimate of η̂ ≈ 1 is much higher than in Australia or Canada. This implies
a greater elasticity of substitution of consumption between home and foreign goods
in the model. It also implies that New Zealand’s output gap will be very responsive
to terms of trade movements.

3.2 Are the Central Banks Concerned about “Exchange Rate Volatility”?

Our first empirical question asks whether these flexible inflation-targeting central
banks care about the real exchange rate explicitly. Consider two competing models
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TABLE 4

POSTERIOR PARAMETERS AND CONVERGENCE DIAGNOSTICS: CANADA (µq �= 0)

Post mean Post std 2.5% 97.5% NSE p-value B–G

β 0.990 0.000 0.990 0.990 0.000 1.000 1.000
α 0.450 0.000 0.450 0.450 0.000 1.000 1.000
h 0.912 0.030 0.850 0.966 0.003 0.415 1.010
σ 1.241 0.354 0.557 1.875 0.061 0.409 1.032
φ 1.477 0.248 1.009 1.976 0.006 0.057 1.004
η 0.416 0.119 0.206 0.668 0.010 0.443 1.009
δ H 0.644 0.179 0.227 0.937 0.024 0.221 1.050
δ F 0.776 0.145 0.423 0.977 0.020 0.546 1.012
θ H 0.933 0.017 0.901 0.966 0.002 0.099 1.060
θ F 0.849 0.031 0.785 0.907 0.002 0.407 1.006
a 1 0.266 0.084 0.119 0.442 0.002 0.976 1.000
b2 0.748 0.064 0.611 0.865 0.003 0.706 1.000
c3 0.893 0.061 0.770 1.009 0.001 0.566 1.000
ρ a 0.433 0.151 0.144 0.723 0.022 0.522 1.013
ρ q 0.704 0.048 0.607 0.795 0.004 0.852 1.000
ρ s 0.229 0.167 0.011 0.607 0.024 0.122 1.077
µq 0.007 0.003 0.002 0.015 0.000 0.511 1.002
µ y 0.157 0.094 0.033 0.409 0.012 0.891 1.000
µr 0.855 0.424 0.186 1.779 0.068 0.014 1.266
σ H 20.646 1.569 18.025 24.428 0.243 0.270 1.053
σ F 0.752 0.411 0.287 1.869 0.036 0.431 1.008
σ a 2.121 1.004 0.584 4.539 0.144 0.590 1.009
σ q 0.841 0.111 0.640 1.077 0.008 0.659 1.001
σ s 2.271 0.369 1.584 3.014 0.035 0.296 1.017
σ π∗ 0.367 0.040 0.296 0.452 0.000 0.964 1.000
σ y∗ 0.533 0.071 0.406 0.687 0.002 0.651 1.000
σ r∗ 0.222 0.022 0.183 0.269 0.000 0.102 1.000
σ r 0.360 0.045 0.281 0.457 0.001 0.726 1.000

NOTES: The numerical standard error (NSE) as given in Geweke (1999). The p-value is computed using L = 0.08 in Geweke (1999). The
B–G univariate “shrink factor” as in Brooks and Gelman (1998).

of central banks for a data set y. Denote a flexible inflation targeter with one-period
payoff summarized by (44) as M 1 := {� : 0 < µq ∈ �}. Let the alternative central
bank that does not target exchange rate deviations be given by M 2 := {� : 0 =
µq ∈ �}.

Table 8 summarizes our model comparison based on the posterior odds ratio or
Bayes factor, which in our case, is the ratio of the marginal likelihoods of the two
competing models. The marginal likelihood of each model for a given data set is nu-
merically computed using the modified harmonic mean estimator in Geweke (1999).
For each of the three countries, there is a “better fit” of the data for model M2 than
M1. For example, consider Canada, which has the lowest Bayes factor of 2.97 × 104

across the three economies. In order to infer that the Bank of Canada explicitly targets
exchange rate volatility (M1), one would need to have a prior belief on M1 which
is 2,970 times stronger than one’s prior belief on M2. Our result in favor of M2 is
corroborated by the observation that the posterior densities of µq , in the case of model
M1, estimated for all three countries is very tightly centered around a positive number
close to zero. Our result suggests that these small open economy inflation targeters
do not explicitly target exchange rate fluctuations via its interest rate decisions.
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TABLE 5

POSTERIOR PARAMETERS AND CONVERGENCE DIAGNOSTICS: CANADA (µq = 0)

Post mean Post std 2.5% 97.5% NSE p-value B–G

β 0.990 0.000 0.990 0.990 0.000 1.000 1.000
α 0.450 0.000 0.450 0.450 0.000 1.000 1.000
h 0.906 0.030 0.851 0.964 0.003 0.290 1.015
σ 1.285 0.338 0.578 1.875 0.055 0.175 1.075
φ 1.456 0.254 0.961 1.952 0.006 0.036 1.004
η 0.476 0.114 0.268 0.704 0.009 0.812 1.001
δ H 0.657 0.177 0.237 0.929 0.023 0.129 1.084
δ F 0.873 0.082 0.684 0.989 0.007 0.146 1.026
θ H 0.922 0.016 0.891 0.952 0.001 0.367 1.009
θ F 0.852 0.037 0.760 0.905 0.003 0.039 1.088
a 1 0.265 0.084 0.119 0.443 0.001 0.670 1.000
b2 0.718 0.066 0.578 0.840 0.003 0.552 1.001
c3 0.897 0.059 0.775 1.011 0.001 0.897 1.000
ρ a 0.366 0.137 0.120 0.639 0.016 0.530 1.009
ρ q 0.731 0.044 0.640 0.812 0.003 0.720 1.001
ρ s 0.257 0.180 0.012 0.658 0.025 0.583 1.009
µ y 0.147 0.069 0.049 0.313 0.006 0.941 1.000
µr 0.672 0.233 0.248 1.106 0.033 0.061 1.110
σ H 20.462 3.145 13.842 24.834 0.545 0.214 1.081
σ F 0.682 0.490 0.277 2.347 0.033 0.197 1.036
σ a 2.397 1.618 0.774 6.779 0.221 0.169 1.085
σ q 0.780 0.104 0.600 1.004 0.004 0.568 1.001
σ s 2.154 0.362 1.448 2.856 0.039 0.712 1.002
σ π∗ 0.368 0.040 0.297 0.453 0.000 0.755 1.000
σ y∗ 0.546 0.073 0.419 0.704 0.001 0.073 1.002
σ r∗ 0.220 0.021 0.183 0.266 0.000 0.409 1.000
σ r 0.315 0.035 0.252 0.389 0.001 0.787 1.000

NOTES: The numerical standard error (NSE) as given in Geweke (1999). The p-value is computed using L = 0.08 in Geweke (1999). The
B–G univariate “shrink factor” as in Brooks and Gelman (1998).

3.3 Robustness of Result

We also ensure that the previous model comparison result is not an artifact of our
data detrending assumption. We report an alternative set of results, summarized in
Table 9, which assumes that the cyclical components of output gap, the terms of trade,
real exchange rate, and consumption are constructed by removing a linear trend from
each series. For each of the three countries, there is a “better fit” of the data for model
M2 than M1.

3.4 Central Banks’ Objectives and Similarities

In this section, we address the second empirical question of what are the features
of these central banks’ preferences and whether they are similar in a statistical sense.
More precisely, we will be looking at the “degree of overlap” between the marginal
posterior distributions, and also the joint posterior distributions, on their preference
parameters.

Inspection of the results displayed in Tables 2–8 reveals that the following features
drive central bank objectives in Australia, Canada, and New Zealand. First, these
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TABLE 6

POSTERIOR PARAMETERS AND CONVERGENCE DIAGNOSTICS: NEW ZEALAND (µq �= 0)

Post mean Post std 2.5% 97.5% NSE p-value B–G

β 0.990 0.000 0.990 0.990 0.000 1.000 1.000
α 0.450 0.000 0.450 0.450 0.000 1.000 1.000
h 0.785 0.040 0.729 0.896 0.004 0.195 1.060
σ 1.568 0.396 0.822 2.257 0.070 0.186 1.085
φ 1.550 0.247 1.053 2.028 0.013 0.654 1.001
η 1.011 0.329 0.421 1.683 0.041 0.805 1.001
δ H 0.175 0.074 0.055 0.338 0.006 0.761 1.001
δ F 0.087 0.045 0.020 0.193 0.003 0.483 1.003
θ H 0.775 0.029 0.711 0.825 0.004 0.786 1.002
θ F 0.697 0.021 0.649 0.729 0.002 0.004 1.171
a 1 0.237 0.085 0.100 0.422 0.002 0.104 1.004
b2 0.698 0.050 0.587 0.791 0.004 0.310 1.013
c3 0.890 0.060 0.770 1.007 0.001 0.187 1.001
ρ a 0.544 0.187 0.165 0.830 0.031 0.625 1.011
ρ q 0.695 0.039 0.596 0.760 0.004 0.576 1.006
ρ s 0.682 0.068 0.547 0.827 0.006 0.952 1.000
µq 0.006 0.005 0.001 0.018 0.000 0.965 1.000
µ y 0.273 0.138 0.100 0.623 0.020 0.574 1.010
µr 0.850 0.252 0.312 1.221 0.034 0.007 1.287
σ H 2.100 1.298 0.579 4.984 0.230 0.984 1.000
σ F 0.775 0.362 0.307 1.647 0.031 0.032 1.064
σ a 20.023 1.870 15.376 22.747 0.277 0.003 1.368
σ q 0.800 0.135 0.590 1.122 0.015 0.723 1.003
σ s 2.656 0.471 1.858 3.689 0.045 0.093 1.056
σ π∗ 0.412 0.043 0.335 0.503 0.000 0.924 1.000
σ y∗ 0.553 0.073 0.423 0.708 0.002 0.177 1.003
σ r∗ 0.222 0.022 0.184 0.269 0.000 0.049 1.001
σ r 0.374 0.059 0.268 0.500 0.003 0.486 1.004

NOTES: The numerical standard error (NSE) as given in Geweke (1999). The p-value is computed using L = 0.08 in Geweke (1999). The
B–G univariate “shrink factor” as in Brooks and Gelman (1998).

central banks care a lot about smoothing interest rate movements. Second, there is
not a lot of weight placed on the output gap, a result consistent with a strong inflation
targeting focus for these central banks. Finally, these central banks place virtually no
weight on exchange rates.

Cross-country comparisons of the preference parameters reveal whether our three
open economy inflation targeters possess similar objectives. Figure 4 graphs the pos-
terior distributions of both the output stabilization parameter and the interest-rate-
smoothing parameter for each country on the same axes. The degree to which each
country shares similar stabilization objectives is illustrated by the degree of similarity
between the posterior distributions.

To measure the closeness of two distributions, DeJong, Ingram, and Whiteman
(1996) construct a metric using the Confidence Interval Criterion (CIC). The CIC is

CICi j = 1

1 − γ

∫ b

a
Pj (si )dsi , (48)
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TABLE 7

POSTERIOR PARAMETERS AND CONVERGENCE DIAGNOSTICS: NEW ZEALAND (µq = 0)

Post mean Post std 2.5% 97.5% NSE p-value B–G

β 0.990 0.000 0.990 0.990 0.000 1.000 1.000
α 0.450 0.000 0.450 0.450 0.000 1.000 1.000
h 0.812 0.036 0.752 0.891 0.005 0.999 1.000
σ 1.312 0.318 0.674 2.015 0.046 0.236 1.062
φ 1.586 0.264 1.041 2.082 0.010 0.149 1.011
η 0.917 0.307 0.369 1.553 0.031 0.617 1.005
δ H 0.173 0.074 0.043 0.324 0.007 0.275 1.019
δ F 0.083 0.044 0.019 0.190 0.002 0.390 1.004
θ H 0.767 0.027 0.712 0.819 0.003 0.073 1.074
θ F 0.683 0.020 0.645 0.725 0.002 0.017 1.095
a 1 0.240 0.079 0.103 0.408 0.002 0.501 1.000
b2 0.722 0.048 0.612 0.809 0.004 0.414 1.007
c3 0.891 0.060 0.769 1.006 0.001 0.274 1.000
ρ a 0.622 0.209 0.101 0.821 0.024 0.005 1.296
ρ q 0.708 0.035 0.631 0.769 0.003 0.199 1.017
ρ s 0.717 0.057 0.606 0.830 0.006 0.695 1.003
µ y 0.217 0.113 0.091 0.534 0.013 0.573 1.006
µr 0.732 0.222 0.394 1.322 0.030 0.232 1.058
σ H 1.325 1.558 0.629 6.497 0.089 0.004 1.348
σ F 0.909 0.478 0.319 2.141 0.051 0.394 1.012
σ a 17.959 1.596 15.579 21.365 0.246 0.044 1.164
σ q 0.794 0.128 0.587 1.097 0.009 0.544 1.003
σ s 2.633 0.454 1.738 3.530 0.041 0.003 1.114
σ π∗ 0.412 0.042 0.336 0.501 0.000 0.492 1.000
σ y∗ 0.546 0.072 0.417 0.702 0.002 0.368 1.001
σ r∗ 0.222 0.022 0.184 0.269 0.000 0.967 1.000
σ r 0.338 0.047 0.255 0.441 0.003 0.080 1.018

NOTES: The numerical standard error (NSE) as given in Geweke (1999). The p-value is computed using L = 0.08 in Geweke (1999). The
B–G univariate “shrink factor” as in Brooks and Gelman (1998).

TABLE 8

POSTERIOR ODDS MODEL COMPARISON

Country (Model, Mi) p(y | Mi) ln
p(y|M1)
p(y|M2) Bayes factor

Australia (i = 1) −1,955.0
Australia (i = 2) −1,941.7 −13.3 5.97 × 105

Canada (i = 1) −1,815.6
Canada (i = 2) −1,805.3 −10.3 2.97 × 104

New Zealand (i = 1) −1,994.6
New Zealand (i = 2) −1,980.5 −14.1 1.33 × 106

NOTES: M 1 : µq > 0 and M 2 : µq = 0. Marginal likelihood for Geweke’s p = 0.1 are reported, where p ∈ (0, 1). The Bayes factor is

calculated as
p(y|M2)
p(y|M1) . These results are robust to alternative detrending methods. Results are available upon request.

where Pj(si) is the distribution of the simulated model statistic and si, i = 1, . . . , n,
are the distributions of interest where a = γ

2 and b = 1 − a are particular quantiles
of a reference distribution D(si) the tails of which are truncated by the parameter γ .
This implies that the CIC is in fact bounded by 0 and (1 − γ )−1 (such that the CIC
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TABLE 9

POSTERIOR ODDS MODEL COMPARISON UNDER LINEARLY DETRENDED DATA

Country (Model, Mi) p(y | Mi) ln
p(y|M1)
p(y|M2) Bayes factor

Australia (i = 1) −2083.8
Australia (i = 2) −2001.2 -82.6 7.46 × 1035

Canada (i = 1) −1932.9
Canada (i = 2) −1909.4 −23.5 1.61 × 1010

New Zealand (i = 1) −2132.4
New Zealand (i = 2) −2056.8 −75.6 6.80 × 1032

NOTES: M 1 : µq > 0 and M 2 : µq = 0. Marginal likelihood for Geweke’s p = 0.1 are reported, where p ∈ (0, 1). The Bayes factor is

calculated as
p(y|M2)
p(y|M1) .
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FIG. 4. Posterior Comparison of Loss Function Parameters.

is only bounded between 0 and 1 for the special case when γ = 0). The CIC statistic
can be thought of as measuring the overlap in two distributions.

A CIC statistic close to the upper bound (1 − γ )−1, implies the distributions are
very similar. A CIC close to zero implies the distributions are not particularly similar
because either the location of the distributions is different or the reference distribution
is particularly diffuse.

DeJong, Ingram, and Whiteman (1996) advocate using the following measure as a
test for difference in location of the distributions

d ji = EP j (si ) − ED(si )√
var (D(si ))

(49)
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such that large difference in expected values (and hence expected location) generate
large test statistics while diffusion in the reference distribution D(Si) reduces the test
statistic.

Inspecting Figure 4, the output stabilization parameter in the top half of the figure
shows that all three countries place some weight on output stabilization. Canada
appears to put the least weight on output stabilization with the left-most posterior
distribution with a posterior mode of 0.147. The corresponding distribution for New
Zealand is very similar in both shape and location, with a posterior mode of 0.217.
With γ = 0.1 the CIC returns a value of 0.864, indicating that Canada and New Zealand
share a similar concern for output stabilization. The Australian posterior distribution
places a higher weight on output stabilization with a posterior mode of 0.384. The
CIC between Australia and Canada is much smaller—0.186 although the CIC returns
a statistic of 0.475 for the overlap between output stabilization in Australia and
New Zealand.

The panel in the bottom half of Figure 4 shows the overlap of the preference for inter-
est rate smoothing across the three countries. All three countries show some interest-
rate-smoothing behavior. Australia appears to place the least weight on smoothing the
interest rate, returning a posterior model of 0.493 while the corresponding parameter
is 0.647 for Canada and 0.732 for New Zealand. However, the CIC statistics em-
phasize similarities rather than differences. The overlap in preferences for smoothing
interest rates is 0.830 between Australia and Canada, 0.829 between Australia and
New Zealand, and 1.0364 between Canada and New Zealand (which is greater than
1 since γ = 0.1, implying (1 − γ )−1 ≈ 1.1).

A natural question is whether the overall macroeconomic objectives of each coun-
try are identical. This is a joint test of whether the distribution of the preferences for
macroeconomic stabilization and interest rate smoothing are the same. Rather than
averaging the CIC criterion across the preference parameters, we construct a multi-
variate version of the CIC by generating a three-dimensional histogram of joint draws
from the posterior. For convenience we set γ = 0 and compare the volumes generated
by integrating over the preference parameters for each country. We use 500,000 draws
from the posterior and use a total of 625 bins to characterize the joint distribution.

This joint test returns a high degree of similarity across the distributions. Between
Australia and Canada, we find that 90.6% of the draws can be characterized by
the same distribution; this figure remains high between Australia and New Zealand
(93.4%) and between Canada and New Zealand (94.3%). Thus, our results indicate
that the preferences of these three small open economy inflation targeters are, in fact,
pretty similar.

4. IMPLICATIONS FOR REDUCED-FORM SIMPLE POLICY
RULE ANALYSES

In this section, we provide the link between our empirical analysis of uncovering
what central bank preferences are and the resulting implication for policy behavior.
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While it is straightforward to derive the mapping from preferences to equilibrium
behavior for the central banks, the converse is not the case, if one begins the analysis
from an ad hoc behavioral rule. Thus, analyses, such as Lubik and Schorfheide (2007),
may not be very informative if one wishes to ask the sort of question we addressed
in the previous sections.

The estimated Markov-perfect equilibrium in each of the models reported in
Tables 2–7 implies a reduced-form optimal monetary policy decision rule.7 In this
section, we show that our estimates across all sample data sets imply reduced-form
policy rules that respond to exchange rate movements. This result remains, even in the
case when the central bank has no explicit concern for stabilizing the exchange rate
in its loss function. To conserve space, we only report the example from Australia.

A representation of the resulting (mean or median) Markov-perfect equilibrium
rule for Australia, when µq > 0 can be expressed as:

rt = 0.16rt−1−0.11ct + 0.04πF,t − 0.05πH,t − 0.23qt − 0.01st − 0.11yt − 0.01πt

+ 0.01π̃t − 0.03πt−1 + P2,s((1 − α)0.74)−1[�ψF,t − �et − π∗
t + πt ]

+ other exogenous terms, (50)

where P2,s ≈ − 0.04 and α = 0.4.8

The averaged representation for the optimal reduced form policy rule for Australia,
when µq = 0, has the following form

rt = 0.12rt−1−0.07ct − 0.04πH,t + 0.02πF,t − 0.21qt − 0.01st − 0.07yt − 0.01πt

+ 0.00π̃t − 0.03πt−1 + P2,s((1 − α)0.75)−1[�ψF,t − �et − π∗
t + πt ]

+ other exogenous terms, (51)

where P2,s ≈ − 0.03 and α = 0.4.
Across all three country data samples, the overall policy response elasticities when

µq = 0 are quite similar in sign but more attenuated in magnitude to the case when
µq > 0. This is especially the case for our response variable of interest: (i) the level
of the real exchange rate and (ii) the response to nominal exchange rate growth.

This result shows that behavioral response to exchange rates is not inconsistent
with a central bank that has no explicit concern for stabilizing movements in the real

7. The full set of results, computational methods, and further discussions are available from the authors
upon request.

8. The variable associated with the parameter P2,s ((1 −α)0.73)−1 comes from the terms-of-trade growth
identity in equation (39) in the main paper, repeated here as:

st − st−1 = πF,t − πH,t + εs,t .

From this, and the relationship between terms of trade and the real exchange rate (equation (33) in the
paper) and the nominal exchange rate (equation (32) in the paper), we have the expression, rewritten as:

εs = 1

1 − α

[
�ψF,t − �et − π ∗

t + πt

] − πF,t + πH,t .
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exchange rate. Furthermore, it provides an optimal policy basis for results found in
existing work using ad hoc Taylor type rules (e.g., Lubik and Schorfheide 2007) that
some central banks do respond to movements in nominal exchange rate growth. That
the central banks still respond optimally to exchange rate movements even when µq

= 0 reflects the endogenous law-of-one-price gap feature of the Monacelli (2005)-
style model we use. Monacelli showed that in a model such as ours, it is no longer
sufficient for policy to stabilize a measure of domestic goods price inflation and
output gap. There still exists a monetary policy trade-off arising endogenously from
the law-of-one-price gap in imperfect imports price pass through. This also justifies
our assumption, and Monacelli’s, of central banks having CPI inflation as an argument
in the loss functions. In any case, one could always rewrite using equations (39) and
(41), an expression for CPI inflation as

πt = πH + α(�st − εs,t ),

so that the central banks not only care about domestic goods inflation, but also
variations to the growth rate in the terms of trade between home and foreign
goods.

Therefore, the previous exercise of asking whether central banks explicitly care
about exchange rate movements, can only be addressed by explicitly modeling and
estimating their objective functions. We have shown in this exercise that, given pol-
icy preferences, the resulting reduced form policy rule encompasses the results of
existing work using ad hoc Taylor-type rules, in terms of responses to exchange rate
movements. However, the reverse analysis, using reduced-form rules, may not pro-
vide any conclusive evidence for deducing what central banks may care about. In
fact, we reestimate the Lubik and Schorfheide (2007) simple rule in our model, in the
following section.

4.1 Simple Rules and Behavioral Response

We now take the simple Taylor-type rule used in Lubik and Schorfheide (2007),
and reestimate that in the context of our model and data set (which is defined over
more time series variables). This exercise provides a simpler alternative description
of central bank behavior. The simple rule specification is:

rt = ρr rt−1 + (1 − ρr )(ψππt + ψy yt + ψ�e�et ) + εR
t , (52)

where ρ r , ψπ , ψ y , ψ�e are the policy responses to the lag of the nominal interest rate,
inflation, the output gap, and the change in the nominal exchange rate, respectively,
and εR

t is an exogenous policy shock.
To address the question in Lubik and Schorfheide (2007), we examine two speci-

fications: (i) with the central bank responding to the change in the nominal exchange
rate (that is, allowing � = 0) and (ii) imposing no response to the change in the
nominal exchange rate (that is, � = 0). The results from estimation of these simple
policy rules are presented in Table 10.
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TABLE 10

POSTERIOR ODDS MODEL COMPARISON UNDER THE LUBIK AND SCHORFHEIDE (2007) SIMPLE RULE

Parameter Mean Probability int. Dist Mean Std dev

Australia
Restricted case: ψ �e = 0, log data density −1371.422

ρ R 0.698 0.630 0.769 Beta 0.5 0.2
φ 1 2.077 1.771 2.372 Gamma 1.5 0.3
φ 2 0.342 0.246 0.437 Gamma 0.5 0.1

Unrestricted case, log data density −1370.844
ρ R 0.710 0.656 0.769 Beta 0.5 0.2
φ 1 2.080 1.847 2.320 Gamma 1.5 0.3
φ 2 0.339 0.253 0.414 Gamma 0.5 0.1
φ 3 0.009 0.000 0.023 Uniform −0.5 0.5

Canada
Restricted case: ψ �e = 0, log data density −1219.062

ρ R 0.768 0.736 0.798 Beta 0.5 0.2
φ 1 1.322 1.226 1.430 Gamma 1.5 0.3
φ 2 0.296 0.208 0.379 Gamma 0.5 0.1

Unrestricted case, log data density −1222.524
ρ R 0.741 0.689 0.794 Beta 0.5 0.2
φ 1 1.253 1.194 1.318 Gamma 1.5 0.3
φ 2 0.233 0.181 0.287 Gamma 0.5 0.1
φ 3 0.002 0.002 0.002 Uniform 0 0.5

New Zealand
Restricted case: ψ �e = 0, log data density −1447.368

ρ R 0.674 0.601 0.749 Beta 0.5 0.2
φ 1 2.017 1.619 2.448 Gamma 1.5 0.3
φ 2 0.393 0.273 0.515 Gamma 0.5 0.1

Unrestricted case, log data density −1445.536
ρ R 0.666 0.592 0.742 Beta 0.5 0.2
φ 1 1.940 1.620 2.257 Gamma 1.5 0.3
φ 2 0.405 0.287 0.525 Gamma 0.5 0.1
φ 3 0.036 0.000 0.079 Uniform 0 0.5

Comparison of the log data densities shows evidence that the RBA responds to
changes in the exchange rate. The Bayes factor is 1.78. That is, one would have to
place a weight of 1.78 on the RBA not responding to nominal exchange rate growth
to find both propositions equally likely). Canada does not respond to the change in
the exchange rate (the Bayes factor is 0.03) and New Zealand does respond to the
change in the exchange rate (the Bayes factor is 6.25). The Bayes factor for the model
comparison exercise in the case of Canada is negligibly small. One might argue for
a model of a Bank of Canada operating a simple rule with exchange rate response is
just as equally probable as one without.

These results are contrary to Lubik and Schorfheide (2007) who find that Australia
and New Zealand do not respond to change in the exchange rate but find some
evidence that Canada does respond to changes in the exchange rate. The difference in
our result to Lubik and Schorfheide is not surprising. A key omission from the Lubik
and Schorfheide paper is the lack of an endogenous terms of trade specification and
the lack of imperfect pass-through of nominal exchange rate changes into domestic
import prices. Lubik and Schorfheide note
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One issue is our assumption of exogenous terms of trade movements, another is the lack
of imperfect pass-through of nominal exchange rate changes into domestic import prices.
Overall model misspecification is of concern as it can lead to biased parameter estimates,
prevent identification of the true structural parameters and may imply incorrect model
selection.

In addition, there is no endogenous persistence in the Lubik and Schorfheide (2007)
Phillips equation. The persistence in inflation is solely driven from the shocks and a
Phillips equation is more likely to fit the data (see, e.g., Fukac and Pagan Forthcoming),
if one introduces endogenous persistence in the inflation process.

Furthermore, Lubik and Schorfheide (2007) estimate on a longer data set (from
1983Q1 to 2002Q4 for Australia and Canada and from 1988Q1 to 2002Q4 for New
Zealand) that contains information from the preinflation targeting period for these
countries. It is likely that estimation on a single monetary regime produces tighter
estimates than the Lubik and Schorfheide paper that spans both the pre-inflation
targeting era and the inflation-targeting period.

In summary, our result from estimating the simple policy rule of Lubik and
Schorfheide (2007) within our model and data set corroborates the result derived
from optimal policy in the previous sections. Specifically, both approaches yielded
positive behavioral response of policy to nominal exchange rate growth. However,
the simple rule approach is only just that—it cannot tell us more about what might
explicitly concern central banks.

5. CONCLUSION

We estimate the macroeconomic policy objectives of the central banks of Aus-
tralia, Canada, and New Zealand within the context of an optimizing DSGE model.
Our parameter estimates reveal the objectives of these small open economy inflation
targeters. We find key differences in the structural parameters of each economy that
imply different behavior in the setting of monetary policy across countries—even if
these countries share identical monetary policy objectives.

We emphasize the similarities rather than the differences in the macroeconomic
objectives of the central banks of Australia, Canada, and New Zealand. Over the
period considered, all three central banks show no concern for mitigating exchange
rate volatility as an objective in its own right. However, all three central banks show
a substantial concern for interest rate smoothing. The RBA shows the most desire to
mitigate volatility in the output gap but in all three cases the estimated weight on the
output gap is substantially lower than the weight on the deviation of annual inflation
from target. Nevertheless, all central banks would be sensibly classified as flexible in
their approach to inflation targeting.

We further showed that the resulting optimal policy rule still responds to exchange
rate movements, even in the case where the central banks do not explicitly care about
exchange rate stabilization. We also estimated a class of simple rules, as in Lubik and



614 : MONEY, CREDIT AND BANKING

Schorfheide (2007), as an alternative representative of central bank behavior. While
our results here are opposite to that of Lubik and Schorfheide, they corroborate the
exchange rate response result in the optimal policy rules. Furthermore, the difference
in our findings relative to Lubik and Schorfheide confirm their doubts on their own
results and their conjecture that a richer model with endogenous terms of trade and
imperfect imports price pass through may alter their model comparison results.

Our analysis has important implications for assessing the accountability and trans-
parency of monetary policy. By jointly estimating the parameter estimates conditional
on the same DSGE model we can make inferences about objectives conditional on
the environment each central bank operates under. Such joint estimates result in very
different conclusions relative to uninformed inference based on the unconditional
distributions of goal variables such as annual inflation, the output gap, interest rates
and the exchange rate. Future work could usefully extend the model to incorporate
the potential effects of labor market behavior, credit constraints, and policy making
under model uncertainty on the estimates of central banks’ objectives.

APPENDIX A: LOG-LINEAR APPROXIMATIONS TO FIRMS’
OPTIMAL PRICING RULE

A.1 Domestic Goods Pricing

Given our specific assumption on period utility of households, rewrite the first-
order condition in (23), using the s-period iterate on the Euler operator (10) to replace
Qt,t+s , as

Et

∞∑
s=0

(βθH )s (Ct+s − Ht+s)−σ

Pt+s
Yt+s (i)

×
[

P̃H,t

(
PH,t+s−1

PH,t−1

)δH

−
(

ε

ε − 1

)
PH,t+s MCH,t+s exp(εH,t+s)

]
= 0.

Log-linearize this around the deterministic steady state to obtain

p̃H,t − δH pH,t−1

≈ (1 − βθH )Et

∞∑
s=0

(βθH )s[pH,t+s − δH pH,t+s−1 + mcH,t+s + εH,t+s]

= (1 − βθH )[pH,t − δH pH,t−1 + mcH,t + εH,t ] + βθH (1 − βθH )Et

∞∑
s=0

(βθH )s

× [pH,t+s+1 − δH pH,t+s + mcH,t+s+1 + εH,t+s+1].

This expression can be written recursively as

p̃H,t − δH pH,t−1 ≈ (1 − βθH )[pH,t − δH pH,t−1 + mcH,t + εH,t ]

+ βθH [Et p̃H,t+1 − δH pH,t−1]. (A1)
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Log-linearizing (19) yields

pH,t = (1 − θH ) p̃H,t + θH pH,t−1 + θHδHπH,t−1. (A2)

Substituting (A2) into (A1) yields the expression (24).
Now, equating firms’ labor demand (22) to households labor supply (9)

MCH,tεa,t PH,t

Pt
= (Ct − Ht )

σ Nϕ
t . (A3)

Log-linearizing this, and using the log-linearized production function yt = nt + εa,t ,
we have

mcH,t = pt − pH,t + σ

1 − h
(ct − hct−1) + ϕyt − (1 + ϕ) εa,t . (A4)

Utilizing the log-linearized CPI index that implies pt − p H,t = − α(p H,t − p F,t ) =
αst, and also (14), in (A4) we obtain (25).

A.2 Imports Pricing

Rewrite (30) as

Et

∞∑
s=0

(βθF )s (Ct+s − Ht+s)−σ

Pt+s
YF,t+s( j)

×
[

P̃F,t

(
PF,t+s−1

PF,t−1

)δF

−
(

ε

ε − 1

)
ẽt+s P∗

F,t+s( j) exp(εF,t+s)

]
= 0.

Log-linearizing, and substituting with ψ F,t+s + ε F,t+s = et+s + p∗
t+s , we obtain

p̃F,t − δF pF,t−1 ≈ (1 − βθF ) Et

∞∑
s=0

(βθF )s

× [pF,t+s + ψF,t+s + εF,t+s − δF pF,t+s−1].

Log-linearize (27) to get

pF,t = (1 − θF ) p̃F,t + θF pF,t−1 + θFδFπF,t−1. (A5)

Making use of the last two expressions yields (31).

APPENDIX B: PSEUDO-CODE FOR MCMC PROCEDURE

ALGORITHM 1. The RW-metropolis algorithm for a linear RE model:

1. Begin with an initial prior θ 0 ∈ � and its corresponding prior density p(θ 0 | M)
for model M.
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2. Solve the linear RE model to obtain (46) and construct observation equation
(47).

3. For each n = 0, 1, . . . N , Use (46)–(47), the given data set y = {yo
t }T

t=0, and θ n to
compute the model likelihood, L(θ n | y, M) using a Kalman filter. Then calculate
the associated posterior density, p(θn | y, M) = p(θn |M)L(θn |y,M)∫

�
p(θn |M)L(θn |y,M)dµ(θn ) .

4. Generate a new candidate draw using a random walk model: θ n+1 = θ n + zn+1,
where we assume zn+1 ∼N (0, s �), and s > 0 is a scalar factor for scaling
the size of the jump in the draws. Compute the associated posterior density, p
(θ n+1 | y, M) by repeating Step 3, for θ n+1 .

5. Compute the acceptance probability, α(θn, θn+1 | y) := min{ p(θn+1|y,M)
p(θn |y,M) , 1}.

6. Repeat Steps 3–4 for N sufficiently large to ensure that the sequence {θ n}N
n=0 is

drawn from an ergodic distribution, π .
7. Under some sufficient conditions, we can apply the ergodic theorem of an ir-

reducible Markov chain and approximate the posterior expected value of a
(bounded) function of interest, f (θ ) using the sample mean of the functions,
N−1 ∑N

n f (θn).
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